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ABSTRACT

With the popularity of social media, web users tend to spend
more time than before for sharing their experience and in-
terest in online photo-sharing sites. The wide variety of
sharing behaviors generate different metadata which pose
new opportunities for the discovery of communities. We
propose a new approach, named context-based friend sug-
gestion, to leverage the diverse form of contextual cues for
more effective friend suggestion in the social media commu-
nity. Different from existing approaches, we consider both
visual and geographical cues, and develop two user-based
similarity measurements, i.e., visual similarity and geo sim-
ilarity for characterizing user relationship. The problem of
friend suggestion is casted as a contextual graph modeling
problem, where users are nodes and the edges between them
are weighted by geo similarity. Meanwhile, the graph is ini-
tialized in a way that users with higher visual similarity to a
given query have better chance to be recommended. Exper-
imental results on a dataset of 13,876 users and ∼1.5 million
of their shared photos demonstrated that the proposed ap-
proach is consistent with human perception and outperforms
other works.
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H.4.m [Information Systems Applications]: Miscella-
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1. INTRODUCTION
With the rapid development of Web 2.0 technologies, on-

line photo-sharing communities become increasingly popu-
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lar. This offers users a distribution outlet for sharing their
experience and interest with others [3]. Finding potential
friends with similar interest in the social community will fa-
cilitate photo-sharing and browsing experience, as well as
improve the effectiveness of user-target advertising.

In practice, most of the online communities allow users to
self-create a set of interest groups, and then users can find
friends and join their interest groups based on the group ti-
tles and tags. Since these interest groups are self-organized,
plenty of groups usually fall into a similar topic [11], which
leads to the difficulties for users to search for their interest
groups, friends and photos. For example, 19,929 groups are
returned by searching with the keyword sport in Flickr [6].

To address this problem, some online communities have
provided the auto-suggestion function. For example, ques-
tionnaire based schemes ask users to do a set of psychological
tests and then suggest friends according to the user-provided
answers [15]. Usually, these tests require users to passively
answer hundreds of questions. This is tedious and not suc-
cinct. A more common approach, for instance in [5], is by
recommending common friends between users. This auto-
suggestion approach is not fully automatic and requires hu-
man intervention.

Some works have also been done to explore the online rich
media to automatically discover user relationship. Bhat-
tacharyya et al. quantify user similarity based on user pro-
files such as location, hometown, activities, interest, favorites,
and professional association [2]. Roth et al. suggest friends
based on an implicit social graph, which is formed by user
interaction with contacts and groups of contacts [12]. Li et
al. propose to use location history to mine the user simi-
larity and then recommend the potential friends, in which
the location is only limited within tens of cities [9]. In brief,
these applications focus on only one single cue. The rich
media in the social communities are not fully exploited.

In real life, the chance that two persons will travel together
to the same places and take similar photos would be higher
when they share similar interest. Motivated by this obser-
vation, we propose a method to suggest friends for users,
named context-based friend suggestion, by mining the user-
shared photos and the geo-locations of their photos in the
online photo-sharing community. Mathematically, we model
the community as a graph in which the nodes represent users
and the edges evaluate their relation strength. Specifically,
given a query user (i.e., user who will be suggested friends),
the graph is biased with the preference towards the users
who take similar photos (higher similarity in visual appear-
ance of the shared photos) as the query user, and further-



more, the relation is weighted by the geo-location similarity.
Therefore, we develop two user-based similarities, i.e., visual
similarity and geo similarity, between a pair of users. The
visual similarity indicates the similarity of users’ shared pho-
tos in visual appearance, and it is filtered by photo tags and
refined based on the representative photos which are selected
based on photo comments and views. The geo similarity ex-
presses the similarity of user experience and is defined based
on the geographic distance of the shared photos.
The main contributions of this paper are two-fold. First,

we propose a friend suggestion method in online photo-
sharing community by leveraging multiple contexts, includ-
ing user-contributed photos, their associated tags and geo-
locations, as well as user behaviors like viewing and com-
menting. To the best of our knowledge, the proposed friend
suggestion method represents one of the first attempts to-
wards leveraging a variety of contexts for friend suggestion.
Second, we develop two user-based similarity measurements,
i.e., visual similarity and geo similarity, based on the mul-
tiple contexts of users’ photos in online photo-sharing site.
The remainder of this paper is organized as follows. Sec-

tion 2 provides a brief review of related work. Section 3
presents the proposed friend suggestion. Section 4 shows
experiments and Section 5 concludes the paper.

2. RELATED WORK
Mining user relationship in the social network attracts

more and more attentions in recent years [1][4][8][10]. Agrawal
et al. analyze the social behavior of people on the news-
groups [1]. Li et al. develop a scalable community discovery
solution for large-scale text document corpus [8]. To lever-
age more data types and their hidden relations, Cai et al.
propose to learn an optimal linear combination of different
relations, which can best meet the user expectation, to dis-
cover the hidden community [4]. Lin et al. propose a com-
munity discovery method through analysis of time-varying
and multi-relational data in the rich media social network
[10]. The ability to mine user relations also drive various ap-
plications. Bhattacharyya et al. quantify the user similarity
based on user profiles [2]. Roth et al. suggest friends based
on the implicit social graph formed by users’ interactions
with contacts and groups of contact [12]. Wu et al. present
a friend recommendation system which focuses on people’s
visual appearances on portraits photos [15]. Li et al. pro-
pose to use location history to mine the user similarity and
then recommend the potential friends [9].

3. CONTEXT-BASED FRIEND SUGGESTION
The basic idea of the proposed context-based friend sug-

gestion is to recommend a list of friends that have similar
interest with a given query user based on multiple contexts in
online photo-sharing site. The framework is shown in Fig.1.
In an online photo-sharing community, each user shares sev-
eral photos with geo-locations, provides a set of textual tags
to describe photo contents, and attracts some views and
comments from the other users. For a given query user,
the photo tags are first used to roughly select the poten-
tial users and filter out most of users, and then the selected
users are ranked to obtain an initial friend list based on the
user similarity in terms of visual appearance of their shared
representative photos (visual similarity). The representative
photos are obtained by considering the photo comments and
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Figure 1: The flowchart of context friend suggestion.

views. Meanwhile, based on a large number of photos with
geo-locations, we build a geographic vocabulary and repre-
sent each user by a set of geographic words obtained by vec-
tor quantizing the geo-locations into geographic vocabulary.
Based on the geographic words, the geo similarity between
each two users is obtained. Assuming that two users are
likely to travel to the same places and take similar photos
when they share similar interest, we build a graph to model
the user friendship, in which, users are nodes biased with
visual similarity to the query user, and edges between the
nodes are weighted by their geo similarity. Through a prop-
agation process, we can explicitly detect the user friendship
strength and suggest a friend list to the query user.

3.1 Visual Similarity
The visual similarity is calculated based on the visual cues

of users’ representative photos. The representative photos
are obtained according to the comments and view numbers
of photos, assuming that the more the comments and views,
the higher the quality of a photo. Specifically, if the num-
ber of views and comments in a photo exceeds the average
view/comment number of the photo in an album, this photo
will be selected as a representative one.

Denote Ru as the feature vector of representative photos
of user u, then we can define the visual similarity between
user ui and uj as follows:

sv(ui, uj) = min
vi∈Rui

,vj∈Ruj

cos(vi,vj), (1)

where cos(vi,vj) is the cosine similarity by measuring the
angle between the feature vectors of photos vi and vj . We
adopt the scale-invariant feature transform (SIFT) descrip-
tor with a Difference of Gaussian (DoG) interest point de-
tector [13]. The interest point is referred to as a local salient
patch, each associated with a 128-dimensional feature vec-
tor. We further use K-means to cluster the similar patches
into “visual words,” and use the Bag-of-Word (BoW) model
to represent each photo, as it has proven to be effective for
object recognition [13].

3.2 Geo Similarity
The geo similarity is obtained based on the geographic

distance of users’ shared photos. First, we randomly collect
a large number of photos with geo-locations (GPS coordi-
nates). Then, we build a geographic vocabulary by using
K-Means clustering and quantize each photo’s geo-location
into clusters like a “word” in a text document. In this way,
all photos of a user will be represented as a set of geographic
words.
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Figure 2: Subjective evaluation on friend suggestion.

Let K denote the size of the geographic vocabulary. Then
each user can be represented by a vector of K dimensions,
g = [g1, g2, . . . , gK ], where each element gi indicates the
number of itℎ words in a user’s photo album. In other words,
there are gi photos fall into the itℎ geographic words. Let
gi and gj denote the geo representations of the user ui and
uj respectively, then the geo similarity is calculated by the
cosine similarity:

sg(ui, uj) = cos(gi,gj). (2)

3.3 Context-based User Similarity
For a given query user q, let U = {u1, u2, . . . , uN} denote a

set of N users. The objective is to rank these users according
to the friendship with the query user q. The higher a user
is ranked, the more similar interest they have. Let G(V, ℰ)
denote a connected graph, where nodes V correspond to the
N users, initialized with the visual similarity between the
users and query user, and edges ℰ indicate the geo similarity
between these nodes. We form the affinity matrix Sg =
[sg(ui, uj)] defined by an N×N symmetric similarity matrix
on the edges of the graph, in which the element sg(ui, uj) is
the geo similarity between user ui and uj , and sg(ui, ui) ≡ 0.

We construct the matrix F = D−1/2SgD
−1/2 in which D is

a diagonal matrix with its (i, i)-element equal to the sum of
the itℎ row in Sg. Following the method introduced in [16],
we use the regularization framework and the cost function
as follows

Q(s) = 1
2
(
∑N

i,j=1 sg(ui, uj)

∥

∥

∥

∥

s(ui,q)√
Dii

− s(uj ,q)√
Djj

∥

∥

∥

∥

2

+

�
∑N

i=1 ∥s(ui, q)− sv(ui, q)∥2),
(3)

where s(ui, q) is the context-based user similarity of the user
ui and the query user q. The � (� > 0) is the regulariza-
tion parameter. The first term of Eq.(3) is the smoothness
constraint, which defines the global consistency of the geo
similarity over the graph. The second term is the fitting
constraint that discourages large deviation from the initial
scores of visual similarity.
Then the final context-based user similarity is given by

s
∗ = argminsQ(s). (4)

By differentiating Q(s), we can obtain

∂Q

∂s
∣s=s

∗ = s
∗ − Fs

∗ + �(s∗ − s
0) = 0, (5)

where s0 represents the vector of visual similarity. We define
� = 1

1+�
and matrix I as an identity matrix with diagonal

Figure 3: The representative photos of top five sug-

gested friends for the query user with Flickr ID

“14489732@N00.”

element being 1 and the others 0. We can derive that

s
∗ = (1− �)(I− �F)−1

s
0
. (6)

After obtaining the final context-based user similarity to the
query user, the users are ranked accordingly to obtain the
refined friend list.

4. EXPERIMENTS

4.1 Dataset
We conducted experiments on a dataset collected from

Flickr, which includes 13,876 users and ∼1.5 million user-
shared photos. Each photo has textual tags, geo-location,
comments and view number from others. In this dataset,
each user has at least five photos and each photo has geo-
location information. In our experiments, the numbers of
visual words and clusters based on GPS information are both
set to 2,000 empirically [13]. The tradeoff parameter � is
set to 0.9. The sensitivity of � will be analyzed in details in
section 4.2.3.

4.2 Evaluations
We compared our context-based friend suggestion (Con-

text) with the following four methods in both subjective and
objective experiments:

∙ Tag: A tag similarity measured by the number of com-
mon tags on the users’ photos. The higher the number of
common tags, the more similar the two users.

∙ Visual: A visual similarity determined by estimating the
visual similarity of user representative photos as described
in Section 3.1.

∙ Geo: A geo similarity measured by exploring the simi-
larity based on the geographic distance of users’ photos as
mentioned in Section 3.2.

∙ Linear: A linear fusion of Tag, Visual and Geo.

4.2.1 Subjective User Study

We randomly selected 1,000 users as the query users. The
similarity of each user pair was manually labeled by three
subjects on a scale of 1-3: (1) dissimilar (totally different
interest), (2) similar (somewhat relevant interest), and (3)
strongly similar (almost same interest). We adopted the
Normalized Discounted Cumulative Gain (NDCG) as the
performance metric [7].
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Figure 4: Objective evaluation on friend suggestion.

Fig.2 shows the experimental results. We can see that
Context outperforms the others and achieves the best per-
formance at different depth of NDCG. From the results, user
similarity obtained by combining multiple contexts can ex-
press the user relationship more objectively and accurately,
compared with the results using single cue. In contrast to
the linear fusion, the superiority of Context indicates the
effectiveness of jointly exploring user-based visual similarity
and geo similarity over a graph model.
Fig.3 shows the top five users’ representative photos to a

query user according to the final user similarity. From the
representative photos of each user, we can see that these
photos are similar with each other. These users are likely to
have similar interest and thus are potential candidates for
friend suggestion.

4.2.2 Objective Evaluation of Friend Suggestion

The objective evaluation was conducted according to the
contacts function in Flickr site, which is organized by users
themselves. If a user exists in the other user’s contact list, we
view the two users as friends. We first filtered out the users
who have no contacts in Flickr site or in our user set. After
filtering, we obtained 2,975 users and took them as the query
users. Since there are only two scales (in or not in contact
list), we can also adopt the non-interpolated Mean Aver-
age Precision (MAP) [14] as another measurement. Fig.4
shows that the proposed Context also achieves the best per-
formance at different depth of NDCG as well as MAP.

4.2.3 Parameter Sensitivity

In this section, we analyzed the sensitivity of the param-
eter � in Eq.(6). Fig.5 shows the NDCG performance with
respect to different values of �. The NDCG score is obtained
by averaging the top 20 results of all the query users. From
the figure, we can see that the performance curve is smooth
when � varies in a range from 0 to 1. The performance is not
sensitive to the change of the parameter, which indicates the
robustness of our method. The best performance is achieved
when � = 0.9.

5. CONCLUSIONS
We have presented our friend suggestion approach in on-

line photo sharing community by leveraging multiple con-
texts, including user shared photos, associated geo-location,
text cues (photo tags) and social behaviors (comments and
views). Based on multiple contexts, we develop two types of
user-based similarity, called visual similarity and geo simi-
larity. Accordingly, we use a graph model to combine the
two similarities. Future work includes the dynamic weight-
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Figure 5: The performance curve with respect to

the parameter �.

ing of context cues according to their importance. We are
also interested in exploring other applications of friend sug-
gestion, such as interest group suggestion and auto-generation.
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